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ABSTRACT 
 Parkinson’s disease (PD) is one of the most privileged neurodegenerative, which has had an 

upward trend in recent decades. The most important complications of PD are tremor, rigidity, and 

slow movement. A surgery method namely Deep brain stimulation (DBS) plays a vital role in the 

treatment of advanced Parkinson’s patients. In the past decades, stimulating one nucleus of basal 

ganglia including Globus pallidus internal (GPi) or Subthalamic nucleus (STN) without any 

feedback (open-loop manner) has had a common strategy, which leads to several different side-

effects like muscle tonic and forgetfulness. In the present paper, two nuclei of BG are stimulated in 

a closed-loop structure (feedback signal) to reduce the entrance electric field intensity to the brain, 

and in addition to shrinking hand tremor in Parkinson’s patients. For this purpose, an ultra-local 

model (ULM) control based on a deep deterministic policy gradient (DDPG) is designed to 

stimulate the STN and a conventional feedback controller is considered for stimulating GPi. In this 

method, the coefficients of the ULM are adaptively assumed as the control objective parameters, 

which are designed by the critic and actor neural networks (NNs) of DDPG. To demonstrate the 

effectiveness and suitability of the suggested approach is compared to state-of-the-art strategies 

such as ULM, SMC, and PI controllers. 
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INTRODUCTION 

Over the past few decades, Parkinson’s disease (PD) is constantly rising, and millions of people suffer from 

neurological disorders (1, 2). PD is due to decreasing and destroying dopamine in the substantia nigra (SN) 

that occurs in the basal ganglia (BG). The most important Medications of PD are hand tremor, slow 

movements (bradykinesia), and dystonia. BG consists of five nuclei with two distinct functions (excitatory 

and inhibitory) and two main internal loops (direct and indirect) (3, 4). Since sensors play a vital role in treat 

PD, several kinds of research have been developed for measuring and assessing PD’s signal. A vast number 

of methodologies such as gyroscope or accelerometers (5, 6), electromyography (EMG) (7), and radar 

technology (8) have been adopted to detect and assess the actions of the patients during disorder prosses.  

Up to now, several different methods have been introduced for treating PD, which drug therapy and 

neurological surgeries have known as the main methods to reduce the symptoms of PD. Drug therapy like 

levodopa used for early stages and neurological surgeries is used for patients with severe symptoms. Deep 

Brain Stimulation (DBS) has known as an effective therapy to reduce and control the complications of PD 

(9). In this method, DBS sends electrical signals to the nuclei of BG such as globus pallidus internal (GPi), 

subthalamic nucleus (STN), and ventralis intermediate (VIM) (10) through electrodes that implemented in 

the brain (11, 12). Stimulating an area like GPi or STN in the form of open-loop and without any feedback 

has been common in the past decades. Studies have shown that high field intensity due to the stimulation 

single area of BG leads to several different side-effects such as tonic muscles and speech disorder (13). 

Recently, researchers have introduced closed-loop intelligence strategies to tackle side-effects and also to 

shrink hand tremor in advanced Parkinson’s patients. To this end, diverse controllers like adaptive controller 

(4), feedback linearization controller (14), the backstepping controller (15), adaptive SMC (16), and single 

input interval type-2 fuzzy logic (SIT2-FL) (17) have been developed to stimulate GPi and STN at the same 

time.  

Designing a controller procedure for nonlinear systems can be divided into two types: 𝑖) model-based 

controller 𝑖𝑖) model-free controller. For having acceptable performance in a model-based manner, the exact 

dynamic model of a specific system should be identified in an offline manner. Because of the uncertainties 

and unknown disturbance of environmental designing controller in the nonlinear dynamic systems faces 

many difficulties. Recently, owing to the simplicity and acceptable success in nonlinear systems, the ultra-

local model (ULM) has received increasing attention among the various fields and approaches. In the ULM 

structure, a controller namely proportional integrator (PI) is considered, and besides an extant state observer 

(ESO) is embedded to reject disturbances and uncertainties (18, 19). Since the performance of the controller 

is linked to the parameters, meta-heuristic algorithms like genetic and sine-cosine play a crucial role in the 

quality of the controller. Despite the extensive applications and common in the huge number of fields, the 

aforementioned algorithms suffer from disadvantages such as weak learning and compatibility issues.  

For this purpose, an intelligent algorithm called reinforcement learning (RL) has been introduced that has 

attracted the attention of the researcher (20-22). In this type unlike the other methods of machine learning 

such as supervised and unsupervised learning that act based on labeled and unlabeled data, respectively, 

learn based on interaction an agent and environment and it finds the best position with high reward. 

Moreover, RL has known as an effective method for addressing the limitation of real-time optimization 

strategies and acceptable performance in complicated systems by merging deep neural networks (NNs) (23). 

Recently, two advanced structures called deep Q-network (DQN) and deep deterministic policy gradient 

(DDPG) are introduced to act in the discrete and continuous action spaces, respectively. For this purpose, 

DQN by using a deep neural network (DNN) learns the best way to maximize the reward of the structure. 

But this method in the continuous action spaces has a wide range of challenges (24). While DDPG has the 

potential to work in continuous spaces and also has the potential to produce continuous control signals (25, 

26).  

 

The main contribution of the present paper is as follows: 

 

i) Two distinct controllers called ultra-local model (ULM) and conventional feedback controller are 

employed to stimulate two separate areas of BG (STN & GPi), respectively, for decreasing the field 

intensity and reducing hand tremor. 
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ii) To increase the quality and effectiveness of the controller, the coefficients of the controller should be 

tuned precisely. Because of this, the parameters of the controller are tuned by the learning ability of 

the DDPG. 

iii) To indicate the suitability of the suggested structure, the suggested strategy is examined under noise 

and robustness tests. 

 

DYNAMIC FORMULATION OF BG   

 The overall structure of the dorsal part of BG is illustrated in Fig. 1, which includes five main nuclei (GPi, 

globus pallidus external (GPe), STN, Striatum, and substanita nigra (SN)) and different neurotransmitter 

namely gamma-aminobutyric acid (GABA) with inhibitory function, glutamate (with excitatory function), 

and dopamine (with multiplex function (excitatory/inhibitory) (27). As depicted in Fig. 1, the function of the 

neurotransmitters follows: i) by increasing neurotransmitter GABA is transmitted from the striatum to the 

GPe and also it is transmitted from the striatum to SN with decrease neurotransmitter ii) with the increase of 

neurotransmitter manner glutamate is transmitted from STN to the globus pallidus iii) by decreasing 

neurotransmitter Dopamine is transmitted from SNc to the striatum (9).  
 

 
Fig. 1. The overall structure of the BG 

In Fig. 2, the striatum and the STN are the input of BG, while the output of BG consists of the GPi and the 

SNr. In the input layer, the striatum and the STN receive the excitatory signals from all layers of the cortex 

and the motor areas of the frontal lobe, respectively. The output layer sends inhibitory signals to the motor 

areas in the brainstem and Thalamus. Excitatory and inhibitory signals traveled from the STN and the 

striatum to the GPe, whereas the GPe sends inhibitory signals to the STN, GPi, and SNr. SNc plays a role as 

a fundamental part of the concentration of the dopamine-containing neurons.  

In (9), the mathematical model of the system is exploited according to the clinical data and 

neurophysiological model of BG, which considered each nucleus as a separate transfer function and addition 

change the rate of neurotransmitters are assumed as gain between the transfer functions. The overall structure 

of the dynamic system for each nucleus and neurotransmitters is furnished in Table 1. Moreover, the 

mathematical system of BG follows:  
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𝐺1(𝑠):𝑆𝑁𝑐𝑜(𝑡)=ℒ{𝑠𝑖𝑔𝑛(𝐴(𝑡))}                                

𝐴(𝑆)=
−10

𝑠+40
𝑔𝑆𝑜2(𝑠)

𝐺2(𝑠): 𝑆𝑜1(𝑆)=
1

𝑠+30
𝑆𝑁𝑐𝑜(𝑠)                                  

𝑆𝑜2(𝑆)=
10

𝑠(𝑠+30)
𝑆𝑁𝑐𝑜(𝑠) 

𝐺3(𝑠):𝐺𝑃𝑜(𝑆)=
10

𝑠+10
(−
k

𝑔
S𝑜1(S)+

5

𝑔
STN𝑜1(S))

𝐺4(𝑠):𝑆𝑇𝑁𝑜1(𝑆)=𝑔×
−0.1

𝑠+40
𝐺𝑃𝑜(𝑠)                       

𝑆𝑇𝑁𝑜2(𝑆)=𝑔×
−1

𝑠+40
𝐺𝑃𝑜(𝑠)

𝐺5(𝑠):𝑂𝑈𝑇(𝑆)=
200

𝑠+10
(
1

𝑔
STNo2(S)−gS𝑜2(𝑠))

           

 (1) 

According to the mathematical model, the output of the 𝑆𝑁𝑐 with excitatory/inhibitory function is depicted 

by 𝑆𝑁𝑐𝑜. Additionally, the outputs of the striatum with inhibitory role illustrated by 𝑆𝑂1 and 𝑆𝑂2. 𝐺𝑃𝑜 is 

considered as the output of 𝐺𝑃𝑖 with inhibitory function. The outputs of the 𝑆𝑇𝑁 with excitatory function are 

described by 𝑆𝑇𝑁𝑜1 and 𝑆𝑇𝑁𝑜2. Finally, the output of 𝐺𝑃𝑖 with inhibitory function is considered as an 

output of the system (9).  

Transfer Function Nucleus 

𝑮𝟏 𝑆𝑁𝑐 

𝑮𝟐 𝑆𝑡𝑟𝑖𝑎𝑡𝑢𝑚 

𝑮𝟑 𝐺𝑃𝑒 

𝑮𝟒 𝑆𝑇𝑁 

𝑮𝟓 𝐺𝑃𝑖 

𝟎.𝟏 < 𝒌< 𝟏 
GABA 

neurotransmitter 

𝟏< 𝒈 <𝟏𝟎 
Decrease 

neurotransmitter 

𝟏/𝒈 
Increase 

neurotransmitter 

Table 1: Descriptions of various components of the BG 

 

As shown in Table I, 𝑔 and 𝑘 represent the different levels of the tremors in the PD patients, which 𝑘=1  and 

𝑔=10 expressed the disease condition and the health condition is described by 𝑘=0.1 and 𝑔=1. The 

state-space system through inverse Laplace has introduced in (4, 15), which 𝑆𝑂1 and 𝑆𝑂2 are depicted by 𝑥1 
and 𝑥2, respectively. 𝑥3 is the 𝑆𝑇𝑁𝑜1, and 𝐺𝑃𝑜 and 𝑆𝑁𝑐𝑜 are represented by 𝑥4 and 𝑥6, respectively. In the 

end, the output of the 𝐺𝑃𝑖 (tremor) illustrates by 𝑥5. The overall structure of the BG based on state-space 

equations with two distinct controllers (ULM based on DDPG is employed to the STN and GPi was 

controlled by conventional feedback controller) is illustrated in Fig. 2. The state-space equations are 

formulated as:  
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  𝑥 1=−30𝑥1+𝑠𝑖𝑔𝑛(𝑥6 )                 
  𝑥 2=10𝑘𝑥1                                          
𝑥 3=−40𝑥3−0.1𝑥4                       

𝑥 4=−10𝑘
𝟐 𝑥1+50𝑘𝑥3−10𝑥4

𝑥 5=−200𝑔+(
200

𝑔
)𝑥3−10𝑥5

𝑥 6=−10𝑔𝑥2−40𝑥6                    

 (2) 

 

 
Fig. 2. Dynamic model of the BG with two distinct controllers 

 

METHODOLOGY  

In the present paper, a closed-loop strategy is established to reduce hand tremor and decreases the side-

effects due to the high electric field intensity (9, 15). For this perspective, two spots of the BG (STN & GPi) 

are simultaneously stimulated by two distinct controllers including ULM based on DDPG and conventional 

feedback controller with the aim of reducing the applied electric field intensity to the brain and consequently 

removing the side-effects and decreasing the hand tremor. Moreover, feedback is considered to tune the 

parameters of the controller based on the level of the hand tremor off PD patients. 
  

A. Fundamental of the ULM controller  

The nonlinear dynamic model of ULM with a single input/output is as follows: 

𝑦𝑛=𝐹+𝛼.𝑢 (3) 

where 𝑛 denotes the derivative order of the output 𝑦. 𝑢 and 𝛼 represent the control signal and the input gain, 

respectively. Finally, 𝐹 describes dynamic uncertainties. It should be noted that if 𝐹 and 𝛼 being clear, the 

control signal of the intelligent proportional integrator derivative (iPID) can be formulated as:  

𝑢=
1

𝛼
(−𝐹+𝑦 ∗+𝑘𝑝(𝑒)+𝑘𝑖∫(𝑒)𝑑𝑡+𝑘𝑑 

𝑑𝑒

𝑑𝑡
) (4) 

Where 𝑦  denotes the predesignate reference and 𝑒 represents the error of area control. 𝐹 describes the 

estimation of 𝐹.  The proportional, integrator, and derivative gains represented by 𝑘𝑝, 𝑘𝑖, and 𝑘𝑑, 

respectively, in which the desired quality of the controller is linked to the proper tuning of these  

In the purposed controller, an extant state observer (ESO) is considered for estimating the unfamiliar 

dynamics of the system 𝐹. The structure of the ESO follows:  
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𝐸𝑆𝑂=

{
 
 

 
 
𝑒1=𝑧1−𝑦                     
𝑧 1=𝑧2−𝛽1𝑒1+𝛼.𝑈𝑖

𝑧 2=−𝛽2|𝑒1|
1
2 𝑠𝑖𝑔𝑛(𝑒1)

𝐹=𝑧2                                

 (5) 

In the ESO structure, the estimated error and estimated produced by ESO represented by 𝑒1 and 𝑧 2, 
respectively. 𝛽1 and 𝛽2 express the constant terms and the intermediate parameters are shown by 𝑧1 and 𝑧2. 
The overall scheme of the ULM strategy with ESO is shown in Fig. 3. 

 
Fig. 3. The architecture of the ULM controller 

 

B. Theory of the Deep Reinforcement Learning  

B.1 RL Strategy  

Lately, an intelligence type of machine learning namely reinforcement learning (RL) has been introduced 

that works in the infinite Markov decision trend (iMDP) way. For this purpose, RL agent given that the 

policy 𝜋(𝑎𝑡|𝑠𝑡) tries to find the top action 𝑎𝑡 for the running state in the environment 𝑠𝑡 of the action space 

𝐴. Afterward, the agent acts based on the rewards 𝑟𝑡 for each action and then decide to alter the state of the 

environment from 𝑠𝑡 to 𝑠𝑡+1 and repeats this trend with the aim of maximizing discounted reward to each 

state and then follows this process until when attaining to the final state. The discount reward for each state 

can be formulated as:  

𝑅𝑡=∑ 𝛾𝑘𝑟𝑡+𝑘
∞

𝑘=0
 (6) 

Where the discount factor describes by 𝛾𝜖(0,1]. 

B.2 The strategy of Deep Q-Network  

Q-learning is known as an important algorithm that plays a vital role in developing a model-free approach. 

The update equation of the Q-learning algorithm can be computed as:  

𝒬(𝑠𝑡,𝑎𝑡)←𝒬(𝑠𝑡,𝑎𝑡)+𝜆[𝑟𝑡+𝛾max
𝑎
𝒬(𝑠𝑡+1,𝑎)−𝒬(𝑠𝑡,𝑎𝑡)] (7) 

The learning rate and discount factor are described by 𝜆 𝜖 (0,1] and 𝛾 𝜖 (0,1]. This algorithm faces huge 

difficulty in the high dimensional and continuous spaces including violent output oscillation in the real 

system. To improve the quality of the Q-learning and also for solving the restriction of that algorithm in the 

complex spaces in particular continuous space and high dimension, an advanced algorithm called deep Q-

learning (DQN) has introduced, which uses a deep neural network (DNN) as an approximator to select the 

optimal control signal in the action space via estimating the value function of each discrete action. The Q-

value function, 𝒬(𝑠,𝑎,𝜃𝒬), is estimated by the network that learns the value function with the weight 𝜃𝒬 and 

the target network described by 𝜃𝑄
−

, follows the way that gives the adaptive target during the backup 

process. The DQN algorithm can work well in discrete spaces and faces difficulties in continuous spaces. For 

this purpose, an advanced algorithm namely deep deterministic policy gradient (DDPG) has been introduced 

 

{
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for working in continuous spaces and producing continuous control signals. The structure of the RL theory is 

illustrated in Fig.4. 
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Fig. 4: The strategy of the RL algorithm 

B.3. The fundamental of Deep deterministic policy gradient (DDPG) 

In the DDPG structure, the algorithm attempts to provide stable and robust learning by using two diverse 

actor and critic NNs with continuous action, which is combined with reply memory and Q-target approach. 

In this method, the Q-value function and the current policy 𝜇(𝑠|𝜃𝜇) predict by critic network 𝒬(𝑠,𝑎|𝜃𝑄) 
based weights 𝜃𝒬 and actor-network with weight 𝜃𝜇. Lose function 𝐿(𝜃) for training the critic NN follows: 

𝐿(𝜃𝒬)=𝐸(𝑠,𝑎)[(𝒬(𝑠𝑡,𝑎𝑡|𝜃
𝒬)−𝑦𝑡)

2
] (8) 

𝑦𝑡=𝑟𝑡(𝑠𝑡,𝑎𝑡)+𝛾𝒬(𝑠𝑡+1,𝜇(𝑠𝑡|𝜃
𝜇) |𝜃𝒬) (9) 

 

Thus, the gradients function for the actor coefficients can be calculated as:  

∇𝜃𝜇𝐽
𝜃𝜇≈𝔼𝑠𝑡~𝜌𝛽[∇𝑎𝒬(𝑠,𝑎|𝜃

𝒬)|𝑎=𝜇𝜃(𝑠)∇𝜃𝜇𝜇(𝑠|𝜃
𝜇)] (10) 

where the discounted rate distribution and special policy for the running policy are expressed by 𝜌 and 𝛽. 

Additionally, two further neural networks namely target network 𝒬′(𝑠,𝑎|𝜃𝒬
′
) and 𝜇′(𝑠|𝜃𝜇

′
) are added to 

apply to the DDPG to tackle the divergence issue and computing of the target rate (28, 29). Additionally, for 

training the supplementary networks to follow the main networks, two separate soft updates are adopted that 

the soft updates equations can be computed as: 

 

𝜃𝒬
′
←𝜏𝜃𝒬+(1−𝜏)𝜃𝒬

′
 

𝜃𝜇
′
←𝜏𝜃𝜇+(1−𝜏)𝜃𝜇

′
 

𝜏≪1 

(11) 

To construct an exploratory actor, an exploration noise 𝒩 given that the Ornstein-Uhlenbeck (OU) process is 

appended to the basic actor policy. 

𝑎𝑡=𝜇(𝑠𝑡|𝜃
𝜇)+𝒩 (12) 

The process of the DDPG algorithm is drown in Fig. 5. 
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Fig. 5. The architecture of the DDPG algorithm 

 

C. Mechanism of DDPG for Setting the ULM Coefficients  

According to the quality of the ULM controller is dependent on the coefficients of the iPI and also 

appropriate selecting of the coefficients is highly affected on the control performance, a DDPG algorithm is 

developed to adjust the parameters of the iPI by (13). 

{
𝑘𝑝𝑠=𝑘𝑝𝑠,0+𝑑𝑘𝑝𝑠
𝑘𝑖𝑠=𝑘𝑖𝑠,0+𝑑𝑘𝑖𝑠

 (13) 

In the above equation, 𝑘𝑝𝑠,0 and 𝑘𝑖𝑠,0 dedicate to the primary parameters of the iPI controller and the 

regulatory signals of the DDPG algorithm are depicted by 𝑑𝑘𝑝𝑠 and 𝑑𝑘𝑖𝑠.  

Defining a reward function for designing NNs of the DDPG is necessary. As mentioned, the goal of the 

controller designing for the BG system is to decrease the hand tremor, the output of the BG system, which is 

represented by 𝑥5 in Section II is considered as a reward signal definition.  

𝑟𝑡=
1

(𝑡𝑟𝑒𝑚𝑜𝑟)2
 (14) 

To the mentioned system (BG system), the actor NN produce two different control signals 𝑑𝑘𝑝𝑠 and 𝑑𝑘𝑖𝑠 

through receiving 𝑥5 and ∫𝑥5.𝑑𝑡 for adjusting the iPI parameters. Then the critic network receives the 

𝑠𝑡={𝑥5,(
𝑑𝑥5

𝑑𝑡
) and {𝑑𝑘𝑝𝑠, 𝑑𝑘𝑖𝑠}c, respectively, and reward is released in each iteration. Based on this 

process, the coefficient weights of the DDPG agent NNs will be trained in the way that obtains the desirable 

tremor value. The structure of the adaptive iPI based on DDPG applied to the BG model is pictured in Fig. 6.  
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Fig. 6. The structure of the ULM based DDPG algorithm 

 

SIMULATION RESULTS  

In this section, the BG system was analyzed by employing two distinct purposed controllers: 𝑖) ULM 

controller 

is established to employ the STN nuclei, additionally, an advanced tuner algorithm called DDPG is 

developed for setting the iPI parameters 𝑖𝑖) the conventional feedback controller is adopted to control the 

GPi spot. . To investigate the applicability of the suggested approach, the outcomes of the BG system under 

three typical scenarios including nominal condition, variations of system parameters, and imposing noise are 

considered. Moreover, to demonstrate the merit and the effectiveness of the purposed strategy, the mentioned 

scheme is examined with ULM controller, SMC controller, PI controller that are employed to the STN 

nucleus. For a fair comparison, the conventional feedback controller with similar configurations (𝐾𝑝=20 

and 𝐾𝑖=12 ) is fixed in all the examinations. Here, 𝐾𝑝 and 𝐾𝑖 describe the proportional and derivative gains 

of the conventional feedback controller. 
 

Case 1: Analysis of the system under health and disease conditions 

In this case, the BG model with the purposed system (closed-loop strategy) is executed in the health 

condition with 𝑘=0.1/𝑔=1 and disease condition with 𝑘=1/𝑔=10. Resulting of the BG system under 

health conditions and disease conditions with the application of ULM based DDPG, ULM, SMC, and PI 

controllers are illustrated in Fig. 7(a) and Fig. 7(b), respectively. According to the sub-figures of Fig. 7, it is 

obvious that the performance of the BG system in the health/disease situations (suppressing hand tremor) 

with the purposed strategy (ULM based DDPG) is superior compared to other designed controllers. Thus, the 

first goal of the designing controller for Parkinson’s patients will be confirmed. 
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  (a) 

 

 

 

 
(b) 

Fig. 7. Tremor output a) disease condition b) health condition 

Case 2: Analysis of the robustness and control output index 

To evaluate the robustness of the BG system with the purposed scheme, a performance index according to 

Eq. (15) is defined, which the parameters of the BG model (𝑘 and 𝑔) have changed in the following way: 𝑘 

from 1 to 0.1 and 𝑔 from 10 to 1. Furthermore, to verify the second aims of the controller designing for the 

BG system (reducing electric field intensity to the brain), an index namely Control Output Index (COI) that 

is considered as root mean square (RMS) of the controller behaviors has introduced. The robustness and COI 

analysis are drawn in Fig. 8 and Fig. 9, respectively. From Fig. 8 and Fig. 9, it is seen that the suggested 

strategy has a valuable performance under both examinations.  

𝐽=∫ 𝑡.𝑡𝑟𝑒𝑚𝑜𝑟2.𝑑𝑡
∞

0

 (15) 
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(a) 

 
(b) 

Fig. 8. Variation of performance index (J (15)) according to a) variation of g, and b) variation of k. 

 

(a) 

 

(b) 

Fig. 9. Variations of COI according to a) changes of 𝑔, and b) changes of 𝑘. 
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Case 3: Noise analysis 

In this case, to further investigate the purposed controller, three different noises low noise (with variance 

0.001), high noise (with variance 0.01), and very high noise (with variance 0.1) are employed in the BG 

system. The output of the system under various noise analyses is depicted in Fig. 10. Additionally, for the 

quantitative evaluation, the result of the performance index based on Eq. (15) for the mentioned applications 

in the presence of distinct noises is furnished in Table 2. 
 

 
(a) 

 
(b) 

 

(c) 

Fig. 10. Tremor output in the presence noises a) low noise (variance 0.001) b) high noise (0.01) c) very high noise 

(variance 0.1). 
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Controller 
Performance Index 

Low High Very High 

ULM based 

DDPG controller 
6.3927e-06 7.9718e-06 1.6711e-05 

ULM controller 5.8196e-04 0.0053 0.0237 

SMC controller 0.0013 0.034 0.402 

PI controller 0.0043 0.0113 0.1394 

Table 2: Result of the performance index 

DISCUSSION 

In recent decades, Parkinson’s disease is counted as a second CNS disease and the common medications are 

hand and head tremor, rigidity, and bradykinesia. The methods of therapy for Parkinson’s patients are 

divided into drug therapy (Levodopa) and surgery (DBS). The drug therapy method is used for the initial 

stage of the disease, while DBS can be effective for Parkinson’s patients in the acute stage. 

In the current work a model of BG, which is discussed in Section 2, is considered to simulate hand tremor in 

Parkinson’s patients (9, 15). Conventional methods (stimulate one nucleus of BG) lead to a wide range of 

side-effects including visual problems, speech disorder, and apathy resulting in high field intensity to the 

brain (4). For this purpose, in the recent literacy stimulating two nuclei of BG (GPi & STN) has been studied 

and different methodologies have been developed to reduce complaints of DBS such as SMC (4), 

backstepping (15), PID (30), SIT2-FLC (17), and adaptive control (4). According to (4, 15, 17, 30), it is clear 

that stimulating two areas of BG at the same time is more suitable and plays a crucial role in reducing side-

effects and hand tremor. Designing a model-based controller for the nonlinear dynamics due to uncertainties, 

unfamiliar disturbances and the exact dynamic model of the system under study faces many challenges. 

Because of these cases, a model-free controller called ULM is designed to control GPi and STN, 

simultaneously. The mentioned controller is constructed of a PI controller and ESO for rejection the 

disturbances and uncertainties. Since the quality of the controller is linked to proper adjustment of the 

coefficients, several meta-heuristic optimization algorithms like IJAYA (17), Sine-Cosine (31), and harmony 

search and cuckoo (HSC) (30) have introduced for carefully tuning the controller’s parameters. However, the 

aforementioned algorithms face many difficulties in practical including poor learning and compatibility 

issues (28). For this purpose, a type of machine learning namely DDPG is developed to adaptively set the 

coefficients of the PI controller. Additionally, two NNs (actor & critic) have been added to the DDPG for 

increasing the care and speed of the parameters tuning. 

CONCLUSION 

The main contributions of the present paper are suppressing the hand tremor and reducing the entrance 

electric field intensity to the brain. To do this, a model-free controller based on the ULM controller is 

established for applying to the STN spot as a nucleus of the BG system, which was considered as a test-

system for investigating the DBS system. Given that the performance of the ULM controller is linked to the 

iPI parameters, a DDPG algorithm that is based on the actor-critic network is adopted to automatically adjust 

the coefficients of the controller. Furthermore, the GPi part was controlled by a conventional feedback 

controller. To demonstrate the supremacy of the suggested architecture, it has been compared with state-of-

the-art methodologies such as ULM, SMC, and PI controllers under various scenarios. As illustrated in the 

simulation results, the suggested controller (ULM based DDPG) has superior performance is able to 

effectively alleviate the tremor deviations and outperform other considered methods. In addition, when the 

system is subjected to parametric variations and various noises, a higher level of robustness is achieved by 

the suggested control methodology than the other three controllers. 
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ĈÅ½wå āºĊî¯ 

 āºþþí ó¾¤þí èĉ¾Õ ¿v ĈýĀÆþĊí½w~ ûv½wúĊz ¢Å¹ Ç¿¾õ ó¾¤þíULM ðþĊý¾Ċõ üĊÉwù ¾z Ĉþ¤{ù 

Ĉ«¾å ÷wþĄz,ć¾Ò· ¹ÿv¹ I- 

,(  ûv¾ĉv Ić½wÅ IûwĄz¿ÿ½ ĈÝwæ¤ýv ¾Ċá ĂÆÅĀù ĈîÉÀ~ ĈÅºþĄù IºÉ½v 

-( v¾ĉv Iûv¾Ą£ IĈÉ¿½ÿ ÷ĀöÝ ÿ Ĉýºz ¢Ċz¾£ āwòÊăÿÂ~ IĈÉ¿½ÿ ÷ĀöÝ āºîÊýv¹ IĈÉ¿½ÿ ìĊýwîùĀĊz I½wĉ¹w¤Åvû  

 
 

ĀÆþĊí½w~ ć½wúĊz ·v ćwă Ăă¹ Ĉ{ÎÝ ¡đĒ¤·v üĉ¾£ ÜĉwÉ ¿v Ĉîĉ)¢Åv ā¹Āz ¾Ċ Ç¿¾õ ĈýĀÆþĊí½w~ óĒ¤·v Ï½vĀÝ üĉ¾¤úĄùI Ĉ¤æÅ 

¡ĒÒÝ ¢Åv) $ Àâù èĊúÝ ìĉ¾´£DBS Ă¤Æă ÿ¹ I¾Ñw³ Ăõwêù ½¹ )ºþí Ĉù wæĉv ûĀÆþĊí½w~ Ă¤å¾ÊĊ~ ûv½wúĊz ûwù½¹ ½¹ Ĉ£wĊ³ Èêý #

òýwñ óv¿wz ¿v wĊö ½¹ĉì ¾´£ Ă¤Æz Ăêö³ ½w¤·wÅĉì ùĈ ù ¡ºÉ w£ ºýĀÉĊûvº ¾¤îõvĉîĈ ¹ÿ½ÿć v ¾z āÿĒÝ ÿ ºþă¹ Èăwí v½ Àâù Ăzĉü 

z ½¹ ¢Å¹ Ç¿¾õĊûv½wú í½w~ĊýĀÆþv½ Ĉ  ĈzĀöÖù ûvÀĊù Ăz Èăwíºă¹) v¾zć vĉü  I½ĀÚþùĉì  ó¾¤þíāºþþí $ULMþ¤{ù #Ĉ  ¾z üĊÉwù

 ðþĊý¾Ċõv¾zć ¾´£ĉì ìĊùđw¤zwÅ Ă¤Æă  ÿĉì õĀúÞù ¹½Ā·¿wz āºþþí ó¾¤þíĈ v¾zć ¾´£ĉì  Ĉö·v¹ ÃÿºĊõw~ ÃĀ{öñ Ă¤å¾ñ ¾Úý ½¹

)¢Åv āºÉ v ½¹ĉü v¾Ñ IÇÿ½ĉy ¾õ¾¤þí ULM wă Ăî{É ÔÅĀ£ć {ÎÝĈ ¿wz ÿ ºê¤þùĉ¾ò āºÉ øĊÚþ£ )¢Åv v¾zć  yÅwþù û¹v¹ ûwÊý

~ Çÿ½ û¹ĀzĊ¹wĄþÊć  wzćwă Çÿ½ ~ĊĂ¤å¾Ê ¾òĉ¹  ºþýwùULM IĈÉÀâõ ºù  ÿ÷ĀÅ¾ù ć¹½Ā·¿wz wêùĉĂÆ ùĈ ¹ĀÉ) 
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